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Review of Linear Algebra

Definition
Two matrices A and B are equal if they have the same dimensions
and if a; = b for all i and ;.

Definition

If Aand B are two n x m matrices then the sum of A and B, denoted
A + Bis the n x m matrix whose entries are a; + b; for all
i=1,2,...,nandj=1,2...,m

Definition
If Ais an n x m matrix and if A € R then the scalar product \A is the
n x m matrix whose entries are Ag; forall i =1,2,...,nand

j=12,...,m.



Matrix Properties

Theorem
IfA, B, C € R™™ and if A\, u € R then the following properties hold.

1. A+ B = B + A (commutativity)

(A+ B) + C= A+ (B+ C) (associativity)
A+ 0 = A (additive identity)

A+ (—A) = 0 (additive inverse)

AA+ B) = M+ \B (distributive property)
(A + w)A = NA+ uA (distributive property)
ApA) = (\u)A (associativity)

(1)A = A (scalar multiplicative identity)
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Matrix Multiplication

Definition
Let A€ R™P and B € RP*™. The matrix product of A and B, denoted
AB is the n x m matrix C whose entries are

p
Cj = Z ik by
P

foralli=1,2,...,nandj=1,2,...,m.

Remark: c; is the dot product of the ith row of A with the jth column
of B.



Special Matrices

Definition

> A square matrix has the same number of rows as columns.

> A diagonal matrix is a square matrix with entries dj and d; =0
if i # .

» The identity matrix of order n, denoted I, is a diagonal matrix
with 1’s on the diagonal.

» An n x nupper triangular matrix U has entries uj; and for each
j=12,....n,uj=0fori=j+1,j+2,...,n

» An n x nlower triangular matrix L has entries /; and for each
j=12,....n lj=0fori=1,...,j—1.



Remarks

» The set of all n x m matrices whose entries are real numbers
together with the operations of matrix addition and scalar
multiplication form a vector space.

» Matrix multiplication is in general not commutative.

> If Ae R™"then I,A = Al,.



Properties of Matrix Multiplication

Theorem
LetAc R™M B e R™kK CecRFP DeR™Kand\ € R then
1. A(BC) = (AB)C
2. A(B+ D)= AB+ AD
3. InB=BandBl, =B
4. MN(AB) = (\A)B = A(\B).



Linear Systems

We can re-write the linear system of equations

anxi+apXe +-+ainXa = by
axiXy + apXo + -+ anXn = b

amXy + anXo + -+ amXn = bp
as the matrix equation Ax = b where
a1 a2 -+ @in X1
a1 dg2 -+ dop X2
A= ) . ) , X=1| . |, and

am anm2 -  amn Xn



Linear Systems

We can re-write the linear system of equations

anxi+apXe +-+ainXa = by
X1+ axXe+ -+ amXn = b

amXy + anXo + -+ amXn = bp
as the matrix equation Ax = b where
apn a2 - an X4 by
a ap - an Xo b,
A= ) . ) , X=1| . |, and b=
an amp -+ am Xn b

Remark: if we can find the inverse of the matrix A we can solve for x.



Matrix Inverse

Definition
The matrix A € R"*" is non-singular if there exists a matrix
A~1 € R™" such that

AAT = ATTA= |,

The matrix A~' is called the inverse of A. A matrix lacking an inverse
is called singular.
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Example: Linear System

Re-write the linear system as a matrix equation Ax = b and use A’
to solve for x.

Xi+2x% = 1
2X1+Xo— X3 = 1
31 +Xx2+x3 = 1



Example: Linear System

Re-write the linear system as a matrix equation Ax = b and use A’
to solve for x.

Xi+2x% = 1
2X1+Xo— X3 = 1
31 +Xx2+x3 = 1

X1
X2
X3

1
wn =
- — N
[
—_ a0
| I |
T 1
L 1
I
1

X1
Xo =
X3

r 1
L 1
M = -
\
- N
[
=N
I
W =N
1
—_ -

X1
X2
X3

T 1
L I
|
| —| | =
|
00| —00| Lo | =
—_ 1



Finding a Matrix Inverse

We can use Gaussian elimination and back substitution to find the
inverse of a matrix.

Given matrix A = [a;] let A=! = [b;] be a matrix of n? unknowns.

We must solve a system of n? linear equations.

ikbig = & = e
p 0 ifi#]

fori=1,2,....,nandj=1,2,....n.



Augmented Form

Using the augmented matrix structure:

ayn a2 - @in

10
a1 apz -+ an|0 1
(AlL]-

am  apme - ann 00



Augmented Form

Using the augmented matrix structure:

an ape

a»1 a2
[All]=] .

an1 an2

Reduce A to upper triangular form:

Uyn Uiz -+ Ui
0 up -+ U
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Augmented Form

Using the augmented matrix structure:

ayy a2 -+ anpl|1 0 0
a1 Qo -+ ap|0 1 0
(A= :
an1 an2 et ann O 0 1
Reduce A to upper triangular form:
upn Uiz -+ Uip| 10 - 0
0 U -+ Up|hy 1 -~ 0
0 0 - Up|lm Il - 1

Use back substitution on each column in the lower triangular matrix to
find A=,



Example

Find the inverse of A = [

wn =
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Example

Find the inverse of A
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Back Substitution
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Back Substitution
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Row Reduction Operation Counts

Multiplications/divisions: at the ith stage of the reduction we
perform (n—i)(n+ 1)+ (n—1i)=(n—i)(n+2)
multiplications/divisions.

n—1 3 2
S(n-iyn+2) =TT =0 *”2 2n

i=1



Row Reduction Operation Counts

Multiplications/divisions: at the ith stage of the reduction we
perform (n—i)(n+ 1)+ (n—1i)=(n—i)(n+2)
multiplications/divisions.

—1
. m+n?—2n

Y (n—-i(n+2)= 5

i=1

Additions/subtractions: at the jth stage of the reduction we perform
(n—i)(n+ 1) additions/subtractions.

ni:(n—i)(nﬂ)znsz_"

i=1




Back Substitution Operation Counts

Multiplications/divisions: for each column we perform (n? + n)/2
multiplications/divisions.
z”: m®+n 4
2 2

i=1



Back Substitution Operation Counts

Multiplications/divisions: for each column we perform (n? + n)/2
multiplications/divisions.
2”: m®+n 4
2 2

i=1

Additions/subtractions: for each column we perform (n? — n)/2
additions/subtractions.

n

an—n_n3—n2
; 2 2
i=1




Matrix Inversion Operation Counts

Total operation counts needed for inversion of an n x n matrix.

Multiplications/divisions: n® + n> — n
2 — > —n

Additions/subtractions: 5



Symmetric Matrices

Definition
If matrix A = [a;] € R™™ then the transpose of A, denoted A’ is
Al = [Aj,'] € R™MxN,

Definition
If matrix A= A’ then A is said to be symmetric.



Symmetric Matrices

Definition
If matrix A = [a;] € R™™ then the transpose of A, denoted A’ is
Al = [Aj,'] € R™MxN,

Definition
If matrix A= A’ then A is said to be symmetric.

Theorem
1. (A = A
2. (A+B)'=A+ B
3. (AB)' = B' A
4. If A is non-singular then (A”)t = (A’)_1.



Homework

» Read Section 6.3.
» Exercises: 3,5, 11,13



